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FROM RESEARCH TO PRODUCT:
RAS FEATURES IN EPYC AND RADEON 
INSTINCT

VILAS SRIDHARAN
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HIGH PERFORMANCE COMPUTING

CLOUD MACHINE INTELLIGENCE MEDICINE PERSONAL COMPUTING GAMING

SECURITY AUTOMOTIVE INDUSTRIAL FINANCIAL SERVICES VR & AR
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VR, AR VOICE, GESTURE, FACE RECOGNITION SUPER HIGH RESOLUTION DISPLAYS 

HUGE DEMAND FOR MORE COMPUTE

MACHINE LEARNINGBIG DATA ANALYTICS HIGH-PERFORMANCE COMPUTING

DEMAND FOR BETTER EXPERIENCES
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DATA CENTER TRENDS

 High reliability to help enable data center growth

 Advanced availability to help improve customer experience

 Robust serviceability to help reduce data center costs

 Justify RAS features with data

FROM RESEARCH TO PRODUCT:
RAS FEATURES IN EPYC AND RADEON INSTINCT

ENDNOTES: 1
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MEMORY TRENDS
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DRAM BEHAVIORS

ENDNOTES: 2, 3, 4, 5

20 – 50% multi-bit 50% permanent
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BUS SPEED
Bus Clock

ENDNOTES: 4, 6

Projected increase
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EFFECTIVE REMEDIATION

Replay

ENDNOTES: 2, 4

Projected decrease42x reduction
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 DRAM ECC with x4 DRAM device 
correction

 DRAM address/command parity, 
write CRC—with replay

 Patrol and demand scrubbing

 Data poisoning and Machine Check 
recovery

DDR4 SUBSYSTEM 

PRODUCT FEATURES

SOURCE: AMD
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SERVICE COSTS

Conventional DRAM

X
$$$$

Stacked DRAM

ENDNOTES: 7

Increased replacement costs
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MEMORY BANDWIDTH

5x

ENDNOTES: 6

Leverage for RAS?
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REDUNDANT MEMORY

 Can provide

‒ Improved reliability

 Cons

‒ Lower capacity

‒ Reduced bandwidth

‒ Unpredictable performance

ENDNOTES: 8

Stripe

Parity

Not the right tradeoff for many markets
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 Single bit correction ECC

 Multi-bit detection CRC

 Stores data XOR address

HBM2 SUBSYSTEM 

PRODUCT FEATURES

SOURCE: AMD
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PROCESSOR TRENDS
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TRANSIENT UPSETS

SOURCE: AMD   ENDNOTES: 9, 10

Continued increaseSubstantial reduction
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REDUCED VOLTAGE

18

ENDNOTES: 11

Exponential increase
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AVF ANALYSIS

ENDNOTES: 9, 14

Optimized protection
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 Fast private L2 cache

 Fast shared L3 cache

 Double bit correct, triple bit detect 
ECC on L2, L3, and queues

 Interleaving in L2 and L3

 Separate L2/L3 voltage rail (Vddm)

CACHE HIERARCHY 

Fetch

CORE

Load

Store

L3 

I+D
Cache

16-way

L2

I+D
Cache 
8-wayD-Cache 

8-way

I-Cache 
4-way

ENDNOTES: 13

PRODUCT FEATURES



21 | INTERNATIONAL SYMPOSIUM ON ON-LINE TESTING AND ROBUST SYSTEM DESIGN |  JULY 2019

GPU TRENDS
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COMPUTE THROUGHPUT

~100x

SOURCE: AMD

Leverage for RAS?
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REDUNDANT MULTITHREADING

23

A A

A

B

B

Comm
Buff

=? B

Input Replication

Sphere of Replication (SoR)

Output Comparison

Thread A

Thread A’

Global memory Global memory

ENDNOTES: 15
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REDUNDANT MULTITHREADING

24

100%

10%

ENDNOTES: 15

Unpredictable performance
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REDUNDANT MULTITHREADING

25

ENDNOTES: 15

Fundamental bottlenecks
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ECC ANALYSIS

SOURCE: AMD

Optimized design
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PRODUCT FEATURES
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 ECC on all important arrays

 Modest die area overhead

 Low performance overhead

 Better correction than RMT

GRAPHICS ENGINE

SOURCE: AMD
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 Understand market requirements

 Adapt to technology trends

 Optimize design to meet customer needs

ENDNOTES: 1

ENTERPRISE-CLASS RAS FEATURES
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DISCLAIMER & ATTRIBUTION

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions and typographical errors.

The information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap changes, component and 
motherboard version changes, new model and/or product releases, product differences between differing manufacturers, software changes, BIOS flashes, firmware upgrades, or the like. AMD 
assumes no obligation to update or otherwise correct or revise this information. However, AMD reserves the right to revise this information and to make changes from time to time to the 
content hereof without obligation of AMD to notify any person of such revisions or changes.

AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS OR OMISSIONS THAT MAY 
APPEAR IN THIS INFORMATION.

AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY 
DIRECT, INDIRECT, SPECIAL OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY 
OF SUCH DAMAGES.
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